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Agenda 

ÂHistory and Heritage of the 

Modeling & Simulation 

Research Center 

ÂComputational Fluid 

Dynamics in the Aeronautics 

Engineering Curriculum  

ÂResearch Highlights: 

Stability & Control 

Estimation Methods 

ÂSummary 
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   MSRC/HPC Research Concept 

High Performance 

Computing M&S Research 
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USAFA Research 

Modeling and Simulation Research Center 
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M&SRC:  Provides the computational foundation in expertise, equipment, and personnel  

 to facilitate M&S and HPC research at USAFA 
 

Payoff: Enriched cadet experience. Well prepared graduates in M&S and HPC who immediately  

 contribute to AFRL and other AF organizations missions 
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MSRC/HPC Resources 

Å Cadet academic cluster 
Å144 compute cores (Intel Xeon); 

2GB RAM/compute core 

Å6TB common RAID storage 

Å DoD HPC Resources 
Å Air Force Research Laboratory 

Å Spirit (73,000 cores) 

ÅArmy Engineering Research 

and Development Center 

Å Garnet (150,000 cores) 

Å Maui High Performance 

Computing Center 

Å Riptide (12,000 cores) 

Å HPC Portal 

Å Utility Servers 

ÅLocal workstations 
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F-18 High Alpha 

Research Vehicle 

Å 15,000 Time Steps (7.5 sec) 

Å 2nd Order Accurate in Time 

Å 2nd Order Accurate in Space 

Å SA-DES Turbulence Model 

Å M=0.2755, alpha=30o, h=20k ft 

Å Re=13 Million based on MAC 

St = (f*c)/U
¤
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DES AMR (6.5 M Cells)

DES Normal Grid (5.9 M Cells)

Unsteady Rans (5.9M Cells)

PSD of F-18C Outboard Vertical Tail Pressure Coefficients
at 10% Chord and 50% Spanwise Distance
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F-15E Entering Spin 

Â CFD captured: Mean AOA, 

descent rate, spin rate 
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F-18 Abrupt Wing Stall 

Â CFD captured: 

Â Unsteady shock oscillation 

frequency 

Â min, max and average Cp  
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Note:  AE 442 (Adv Aerodynamics),  AE 482 (Aircraft Design),  

           AE 499 (Cadet Research),  AE 472 (Adv CFD) 

Computational Aerodynamics 

across the Aeronautics Curriculum 

 

AE 442 

AE 472 

AE 481/2 

AE 499  

AE 341 (Aeronautical 
fluid mechanics) 

AE 342 (computational 
aerodynamics) 

 AE 315 SO 

(core Aero) 

Demonstration 

Application 
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AE 342 Computational 

Aerodynamics: Undergraduate CFD  

ÂGoal: educate ñintelligent usersò of CFD 

ÂNot code developers 
 

 

1st Under Grad CFD text 

ÁFamiliarization with computational techniques 
ÁSome computer programming 

ÁIn depth, practical and hands on experience 

with industry standard software 

ÁGrid Generation (Pointwise) 

ÁFlow Field Solver (Kestrel) 

ÁData Post Processing (Fieldview) 

ÁFinal projects:  

ÁViscous flow over a 2-D airfoil 

ÁInviscid flow over a 3-D wing 
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Kestrel 

Â Computational Research and 

Engineering Acquisition Tools 

and Environments (CREATE) 

Â FY2008 for 12 years 

Â Scalable, multi-disciplinary, 

physics-based computational 

engineering software 

Â Annual release cycle 

Â Kestrel v4 (2013) 

Â 2D / 3D unstructured solver 

(Cobalt60, AVUS heritage) 

Â RANS, DES turbulence models 

Â 6-DOF, prescribed motion 

Â Control surface deflection 

Â Overset mesh for relative motion 

Â Engine / structural models 

 


